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TI ME SERIES ANOMALY DETECTI ON
A practical guide to det éAdcdtdmcge pathnso mal i es

Introduction

This white paper is about finding anomalies in time seviléch weencountelin almost every
system. usually keep notes when | work on projeetsd this paper is based on my experiences
andthenotes | took while working on anomaly detection systems.

There are hundreds of papers containing different methods and algdothiinsling anomalies

in time series. However, as someone who has worked on many of these algorithms, | it say
there is no single algorithm that can caatlfanomaliesinstead, v musitchoose combinations of
algorithms toachieve particular goals

| have seen many softwageagineers and programmers struggling witilerstandinglgorithms

in papers or having problems with using them in their applicatidms.work provides general
overviewof using artificial intelligence methods in any application, notijusime seris, sothat
everyone with intermediate knowledge of programming, mathematics, and statistics can
understandhemand use them in software applications.

| have used Java as the programming language to implement the algorithms, and | explain things
as $mply as possible tmake the algorithms easier to impleméhtve included>aamplesnostly
from computer networking, but alé@mm different businesses and industries.

Chapters 1 to 14 describe tteeoretical basis and practice behind anomaly detectiymmigims.

In each of these short chapterdisicuss a single subject with examples. | have waeds as well
asformulasto help keep my explanations as clear and simple as possible. In the last four chapters
we focus onbuilding asimple but functionahnomaly detection engine.

If you have already studied Al, you will find most of the chapbgrics familiar, because the
primary goal of this paper is describing the concepts used in Al and building a statistical machine
learning anomaly detection enginéou will not need ahird-partylibrary to build your software
because this paper will helpy understand and implement yoaawn learning algorithm and
anomaly detection engine.

Finally, this paper is like an open lab repartitten in a conversatiohatyle. Feel free tacontact
me atkamran@sleptons.coifiyou have any questi@n
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1Ti me Seri es

1.1.What is atime series?

A series isaseriesin which theitems are changing over the time. This papergeswon numeric
time seriesFor exampleyou may want to monitor and analyze your diet by measuring how many
caloriesyou consumeevery day. To do that, every dggu wouldwrite down a new item of
information containing a date arbw many calories yogonsumed. After three monthgou
would havearound 90 items or data poinTshese points can logawn onanx-y coordinate system
with time on he x-axis andcalories orthe y-axis. The trajectoryon this graph may maksome
patternsobvious.For exampleit might showthat, duringweekendsyou consume more calories
thanonworking daysor that the calories yooonsumeper day are the lowest dondays.

6€Ei 06QQE TYQOYRI DM@ h'Qhd 8

1-1- Caloriesconsumedper dayas a series containing datand calort values.

1.2. Sensor

Time series are everywhergollecting time seriedatarequires on} something that measures the
value of the variablef interestandsends it on to bstored or processd on aperiodicbasis A
device that interacts with the systemeasures one or more variahlasd gives you the resu#
called a sensor

For exampd, to keep track of the temperatureaaibom, all you needs a digital thermometer
controlled bya computerlt is easy enough tarite an application that sends a message to the
digital thermometeevery so often to get it return the temperature dfé¢ roomlIf the temperature

is takenevery minute, every day 14#4@ata points are returned. These postiew the room
temperature with a resolution of one minute.

Sometimes a physical sensernot neededo collect the value of the variable. For exaepl
database administratddBA) of a companynightlike to analyze the load cdatabase. Althe
DBA need to do isto write a simple script that geteke CPU usage of the database server every
minute and stores it somewhere for later processsimggan SNM call. Network administratar

can do the same to collect incoming and outgoing traffic usagsuold aghe series in 2.

1 (1440 sampleper day) = (60 sampdger hour) x (24 hours)
2SNMP is the abbreviation for ®éntyofpdefal mdasutesidivickactiMtx n a g e me n
are easy to obtaby runningthefi s n mp wal k 0 ¢ o nmamygopetating systeant neteosked device.
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1-2- Each datgoint in a network traffic usagdéime seriescontains aime measurement
(minute) as well asmeasureof incomingandoutgoingtraffic.

So, no matter whaheindustry, if the required sensaase availablgit is possible taneasure any
parameters ad system periodically and collect time series deden it.

1.3.Regular vs Irregular 3

Until now, we have described time series as a sequence of numeric values of a measure or measures.
If the sampling events occur at equal intervals in tiime result iscalled a regular time series.
Otherwise, it is called irregular. For example, éxamples we used above of calories eaten per

day ornetwork traffic usag@er minuteare both regular time serieshereas a time series that
trackscredit card usageould be an irregular time series because there isnezessarily any
consistenpatternto whenpeople make purchaseghe general form of a time series applies to

both regular and irregular cadéslike 1-3.
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1-3- In a regular time seriegpoints are collected in a fixed time space.

1.4.Univariate vs. Mul tivariate

The temperature examplesed abovés a univariate time series in which each item is a pair of
variables(time, number) while the network traffic is a multivariate time series because each item
is a pair ofvariables(time, vector),with the vecbr contaning valuesfor both incoming and
outgoing traffic.

YOI R@ho hoho 8
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1-4- In multivariate time serigseach pointcontainsatime value and aectorof other
data.

3 Sometimegegular time series are calledenlyspaced time series, and irregular ones are caliegtenly spaced
time series.

41t is possible taconvert an irregulatime series to reguldy usinga longertimeframe In the credit card example
for instance, if credit card activity is tracked per day rather than per transactmnworkas regular time seriek.is
also possiblea produce null data whenewvdrere is noupdated or new sample data.
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In this paper, wéocus onand describe regular univariate timeries though we daive some
hints on how to analyze and process multivariate or irregular time series. So, from, uness
we strictly emphasiziéhat we are discussing multivariate or irregular time sgsibenwe mention
At i me,0s we i B eam@ate regulal tine series.

1.5.Periodicity and Cycles

If there isa repeating pattern over sotir@e period in a time series, the time semas be called
periodic Most of the measures of the resources that people use every gayiadebecause of
the nature of human life. For examplead trafficor electricity usagén a city, or internet usage
in a companyall are examples gderiodicpatterns. Irthese examples of tinseries, usage goes
up in the morning and falls in the afternooregening and then the same patteapeatshe next
day.

Weekly patterns are also easy to finecause the usage of resources usually decreases during
weekends. Angearly patterns are also commbecause theeasonal changes weatheraffect

how we livein different monthsand there are also holidays and celebrations in some m&aths.
periodicity canaffectthe standard behavior of a time seogsr different time scale§Ve will talk

a bit more abouperiodicitylater when we introduce methods of decompasiof time series.

We must mention that sometimes time series have cycles that repeat over time. Cycles are different
from periodic patternbecause¢hey do not have fiexdperiods. For example, consider an economic

or financial index that shows purchagipower. This index could have some fluctuatmer an
extended periothecausét depends on the overall economic condition of the wavltich is not
constant We know if that index hits its maximum it will go down after a while, but there is no
fixed peiod eitherfor hitting the maximunor for returning to itsaveragevalue because the
situation depends on so many independent variables.

1.6.Trends

Trends in a time series ateehavior of the time seri@vera period bngerthan itslongest period

If the longestperiodof a time series is a yedor example, thenif the average of the seriés
takenfor at least one or even two years, the resilltshow the trend. For example, consider the
average price of a house in a city from 1900 to 20he prices may havehadsome upsn the
warmer monthsand downsn the cooler months every yeaQviever, because of inflatipthe
average pricef a housébetween 1900 and 2017 has legabsitive slope or upward trend. Note
again, thato spot a trendhe durationexaminednust begreatethan thdongestperiod atherwise,
periodic changesan mask &rend.



1.7.1rregularity

Oncethe trend angeriodic behaviouare removedrom a time serigghe remaining part is called
the residual or the irregular mponent.This part fluctuatesalmost randomlyover the period
analyzed

The better you define and extract trend @ediodic behaviour in a time
series the less regularityill be leftin the residual.

The residualcan be considered to mmething ke noise ora random variablealthough
sometimes there might be a reasonthis componer@t s b e hGConsiden alistributed denial
of service (DDOSkyberattackon a server. The time series graph of the sésveaffic volume
would show someaunusualbehavior at thapoint, and ifits time seriedusualtrend andperiodic
behaviour were removedhe attack impactwould be easy to see in itesidual® the attack
reduces the randomness of thedeal, or decreases its entropy.

1.8.Example

Look at tre 200 sample points tfietime serieshownin Figure 15. It is evident that it has some
periodicity, anupward trend and residual.

Sample time series
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1-5- Sample time seriesshowing the trendperiodicity, and residual components.



We will introduce methods to &act these components in ndet chaptersFor now, just look
at Figure 16 andtry to figure out how talecompose this time series into these three pakts
must mention that not all time sershibit clearperiodicityor trend as smooth as thenein this
exampleput the decomposition methoale usuallypowerful enough to extract these components.

Components of the time series

35
30
25
20

: “'A

10

96
115
134
153
172
191
210
229
248
267
286
305
324
343
362
381
400

1-6- The components of the time series in Figur®:Iresidual(bottom, irregular line)
trend (smooth line with positive slopegndperiodicity (wave-like line).

5You can consider the positive offset of seasonality (here about 15 units}tiend so thatheseasonality fluctuates
around zero anthetrend starts at a higher level. It just depends on your decompositiaittaigo
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2Anomal vy

2.1.What is an Anomaly?

An anomaly in general and in time series contexsommething that happens with a very high
deviation from what we expect. The reason for usingmbelsi hi gh devi ati onodo i s
to emphasizeéhe difference between an anomaly aodnethingunusual. Tis definition lets us

use probability theory to model experiments and recognize anomalies.

Example 1: One day, you wake up in the morning and look through the window and see the sky is
green. Théis something younever expectedso it is an anomaly.

Example 2: You flip a fair coin, and it lands on its edge insteati@iiinghead or tails. The first
time this happensyou might think thatit was an accidenbut then, in subsequemixperiments,
again and agairit, does the same thindhis strange phenomenon is an anomaly.

Example 3: While your monthly utility bill has been around $60 for many years, this @dilth
is $230! You have never had a bill higher than $80, and you haveunghtany new electrical
devices, so it is an anomaly.

Example 4: Same scenario agEkample3, butnowthere are rumors that peoplave beegeting
erroneousuns on their utility bills this monthNow there is an explanation for the unusual bills,
SO, you b not get excitedismuch as irExample 3and do notonsider itto bean anomaly, just
something unusul

Example 5: You are the administrator of a network, and every day in the morning you check the
previousnight'susagetraffic. You usually see verpw traffic between 2:00 am and 6:00 am, but
one day you see a small peak at 4:30 Biow, based on your previous experientecan be
considered unusual and not an anomBiyt if there were a large peak at 4:30 am, you might
consider that tbe an anomig

2.2.The close relation between anomasand probability

Let us continue our discussiarf the coin flipping experiment and suppose some alien from
another planet who does not know anything about the outcomes of coin flipping (but knows
probability and statistics!) starts to do experimewith a coin.

He flips a fair coin, and it landeeads upso he assumes that if you flip a coin it lands begaall
the time.He tries the experiment for another 42 times, amegxpectedly (for useverytime he
observes a head outcome. 8p,tonow, the evidence for his theory thatif you flip a coin it
lands heasl up with the following probability

5That is in cat using Bayesian inference unconsciously, because you update the probability when you get a new
evidence.
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2-1- The probability of landing headup is 100% based on getting heads on 42 out4@f
tries.

He continues the experimeand suddenlyon the 12% flip, he getshisfirst tails. This outcome
is an anomaly for him because he has never seen a coin ladpaiHowever, after this
experiment, he understands that there is a smalllplitysof getting taik.
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2-2- The probabilites of head and taik after 125 experiments

Now, he thinks it ispossible but still unusuab get tais. But if he contines getting tais
occasionally, heealizes thathe outome of a coin flipping experiment could bigherhead or

tails. Since the coin is faiafter 1000 experiments, he might get a result of 495 heads and 505
tails.
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2-3- After 1,000 experimentsthe alien understands that when you flip a cahe
probability of gettingheads or tails is almost equal.

As this example demonstrates, it is a judgment call abouttb@efine what is an anomaly and
what is noteven wherbased on the calculated prbiday of an outcomeln some cases, it may
also be necessaty define normal as an outcome wahminimum threshol@f probability and
anythingwith a probability lower than that threshold as an anomidty one way isorrect all the
time.

Whenvariabks aremonitored, and probd, theremight be hazard or noise in the datdf, for

example any outcome with probability lower than 0.&lconsidered to ban anomaly, thethe
systemwould recognize even those hazards as anomalies. Since we usualfpiouklicious
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activities and these activities do not habe same kind of pattern hazard or noise, it is better
to define a probability range for anomalisach ag0.001 ... 0.01)'8.

In this way, every outcome witta probability of less than 0@1 is a hazardevery probability
between 0.001 and 0.010 is an anomahg everything else & norm&outcomé. Now, back to
our alien storyif he flips the coin 900 times and getsnly oneinstance of the coitanding on
its edge and not more, wercassumehat this outcome ia hazard and not an anomaly, but if it
happens 5 or 1mes it counts agn anomaly.

2.3.Context matters

Context does matter.ofeexperimentabutcomeghat would beanomaiesin one systenmight
benormal in another sysm.For example, ifrigure 24, the left sidesshowsa typical single period
of a time series. The situatitrom around =90tot =1200n the right sidés considered to ban
anomaly based on the fabiat a smooth curve is expected

Smooth data Smooth data with anomaly

25.00 25.00
20.00 20.00
15.00 M 15.00
10.00 10.00

5.00 5.00

0.00 0.00

25
33
41
a9
57
65
73
81
89
97

105

113

121
a1
a9
57

5
73
81
89
97

105

113

121

2-4- Rapid fluctuations in a smooth curve is anomalous behawio

Now compareFigure 24 with Figure 25; the same situatioas seen in the anomalous section
between t 90andt = 1200n the right of Figure-2 isnormal behaviohere,butin this case, a
smooth signlaas shown in the right side of Figu2es is something abnormal.

7[0.001 ...0.01pmeans {x |x Th@tmp ® T@IpP I

8 We will see in next chapters that another way to solve this problem is to looksatjnencef observation resust
not justatone.

9 As we saidlit all depends on the systemeingprobed andthe tolerance for unexpected outnes.For instance, in
building an anomaly detecti®ystemwhich monitorghe vital signs of a patient in the hospitaelrery outcome with
a probability lower than 0.5May be considered to la@ anomaly.
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Fluctuated data Fluctuated data with anomaly

25.00 25.00
20.00 20,00
15.00 15.00 W
10.00 10.00
5.00 5.00
0.00 0.00
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121

2-5- Smoothness in a curve that always has some fluctuation is an anomalous hghavio

Figure 26 showshow a drop to zero iglsoan anomalous behavior for both time series.

Fluctuated data with anomaly Smooth data with anomaly

25 25

S | e | I

10 10

25
33
a1
49
57
25
33

o
[
o
105 [—

65
73
81
89
97
105
113
121
41
49
57
65
73
81
89
97
113
121

2-6- A suddendrop insignal inboth smooth and fluctuatg time series is an anomalous
behavior.

To endthis chapterlet usreiteratethat the above reasoniegn be explained usirtge definition

of ananomaly we gave based on probabilit\sth this regoning, the fluctuating part dfigure

2-4 is an anomalyecause our experience shows that the probability of having that kind of
fluctuation in a day is zerand the same explanatignesfor Figure 25, in whichthe probability

of having a smoothurveis zero.In Figure 26, the probability of having suchsteepdropis also

zero becausén both time serigso drop of this kind has ever happebedore?®.

10 Note that if such a drop contiesto happenthen, after someime, its probability getdargeenough to consider it
something unusual or even usual or normal.
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3System

3.1.What is a system?

The variablesof interest we discuss hede not exisin isolation they are parameters in system
we wantto measure and monitor to see if everything is going well or not! A human body, a
computer network, a car, a city, the world economy, etc. all are examples of systeemever
there arecomponents exchamy data, and working togethet is a system. The boundaries of a
system are defined by thmeoplestudyng it, and the boundaries can be defined from different
perspectivesConsider a car as a systetris possible toneasure and monitor parametsush as

oil and gas leva| brakesand engine health to make sure that the car is up and ruiingglso
possible tomeasure and monitor the bumpers and airbag to make stradhver is also safe.
Sometimesdt can also be usefub measure and moobit the interactios of a system with its
environment especially in cases where interest lieaumecosystem containing many systems
working together asraevenbigger system.

3.2. Static and Dynamic Models

First, what is a model? A model is anythingttinees to describe a system. All we are doing in this
paper is trying to find a way to model the behavior of a system and find its anoihaiedatively
easy for someone took at a time series grajpimdguess what part aftime series has an anaiy

if the ups and downs of the serget up arexpectation or model itheir mind and if some parts

of the time seriesiolate that model. We need to find a way to formulizeitteato be able to use

it as a modein our control or monitoring programSo, back to our coin flipping experiment
someone flips a coin every hour aanobserver of this system sahe result to analyze this
processafter a whilejt becomes clear thatp matter what time or day or month it is, the result is
almost50% head and 50% tas. We call this a static model because the outcomes of the
observation are independent of timsshownbelow:

00OQAD MOHQ g

3-1- In a static system, the probabilities of the outcomes do not change with time.

In other words, if the mathematical description of the system shows no time dependency, the model
is static. Let us describe why we say thia Formula in 3l outlines a statisystem. The
experiment oflipping acoin hagusttwo possiblestates, that isgither heador tails, andcormula

3-1 showsthat the state of that system does not depend on time.

Now consider a system that modalp e r spuised s Peopl ebés pul ses are
awake, and lowewhenthey are asleep. Suppogeu wearinga sensor which readgur pulse

every hourand its resolution is 18eatsper minute So, during the daytime, miight show 70bpm

or 80 bpm, or even 9@pm or 100bpm when exercisg, and duringthe nights when you are
asleep 60 bpm or 70bpm, asdescribed in Formula-3.

13
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3-2- A model to describe the pulgate of a humanas a function of time.

If probabilities are taken into account, the modetfter descritethe systemThe model would
then besomething like Formula-3:

Oxm T YT T o T p T TP P O C YT
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3-3- A model to describe probability of the pulsate of a humanas a function of time.
The model shown in Formula3providesbetter informatioraboutthe béavior of your pulse.

For example tishowshat your pulse is unlikely tstayat 100bmpfor a longtime because history
showsthat,between 6:00 and 24:0the probabilityof reachinghatpulse ratds just one percent.

3.3.More information yields abetter model
In both Formula 2 and Formula-3 we modeled pulseateas a function of timdike this:
noai QaQ
3-4- Pulserateas a function of time
However, if we could gather more information, we would be able to build a better model. For

example,if we consider colleéhg other data including what you are doidglet us call it
i a ¢ tdi younpllseratecan be described usifgrmula 35:

Nnoai o Q&Moo QE &

3-5- Pulserate asa function of time and actian

Now our model tries to describe putsgebased on two different parametekithoughtheactions
we do every dg areusuallyrelated to the timef day, if we have access to both parameters, our
model potentially would catch anomalies more accuratetyexamplewhenyou go to work at
3:00amor if you areworking and experiencingheartbeat of 100pm Both staes are anomalies
which we could not catch if our model were just a function of time.
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3.4.State of a system

The set of the values of variables that describes a system is called the state of drsystem.

flipping, the observation hggsttwo state: head or tails. For thesystem, we modeled in Formula

3-5, the combinatiosiof different values of time and action determine the various possible states

of the system. So, if we have three actjiowch asiwor ki ngo, ARexer@i $9ngo
pulse ratevariations(i.e. from 0 bpm to 180 bpm with a resolution of 10 bpand 24 hoursat

any time, the system could be in anyoof p w ¢ T plo @ gossiblestates.

However, most of the timeystemsare not likely to returrall of the possible statesith equal
probability. Instead, they returjust a portion of all possible states, and phebability associated
with each of these statehows thes y s t leehadia orits nature. Tle pattern that results, in
fact, a bais for recognition (clusteng and classification) which our brains use every Wég will
talk about tis later.

Forexamplethere are over one billion websites onithernetbuthow many of them do you use
every day? What is tHielihood that you will look at a specific websat a particulatime?Most

of usdo notvisit more than 50 specific websites daily. Naiwve collect information on when
and how many times you access these,sitescanbuild a model to describe your web surfing
behavior.Your modelis perhaps di#rent from someone ef&emodel, but it is ndlikely to be
unique in the worldMore statevariables such as how longou stayon each website, the sequence
in which you visithem, the searches you usually do, eteed to be added the modeto descibe
your unique web surfing behaviér

We must be carefub understand why we build models in first place. Having a model containing
a hundred variables is naecessarilyuseful because processing that much information to find
anomaliesin real time reguires an enormous amount of CPU power and menidrg. more
parameters that get added tonadel the more complicated it gets, untif some pointthe
complexity of themodel may approach tlmmplexity of thesystem itseff.

1 User behavior analysis tool is a software that gets this kind of information and builds a tmhavidel or
fingerprint for every user of thnetworklt is supposed to recognize people based on their computer usage trehavio
21n machine learning, whemlearning algorithm gives around 100% correct answersthtfilata it trained gnhere

is a high riskthat the algorithmwill produce incarect answers with real data becauke model is oveffitted. A
similar thing happens wheamodel is too generadlso known asinderfitted.

15



4Dat a

4.1. Data generator function

Collecting real dataan take a long time, andreetimes hi ngs dondét go as pl ar
systems or sensors crash or stop workExen when everything works perfectly, the data still

needs to be cleaned. Sometimes it is moreiefit to usananually generatkdatafor experimers.

Based on what we talked aboutGhapter 1 all that it takes to make appropriate data idééine

the functions forthetrend, periodicity, and residualor the simulationFor example, there could

be:

1. A daily pattern whicthasa morning high peak, afternoon low peak, and another peak before a new
day starts.

A weekly patternn which usagéncreases oweekends.

A smallandsmooth residual.

A trend level that increases about 30% per year.

A samplingrateof every 5 minutes.

arMwDd

Using thisinformation we haveg T p ¢ ¢ Y gamplsperday angg ¢ ¢y ¢ 11 psamples
per weekSo, if time starts from,@hen using pure sine wavese can write th@eriodic pattern
trend and residual functions as in Forasu1.
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4-1- Components of the sample time series variable

Th e i |uéed abovg Mor themodulo operatqmwhich gives the remainder of time divided by
CTpPOpc¢ ¢ 1 X.Anyperiodic functioncan be usetb simulatethe requiredperiodicities;

the key is baig able to definéhe rightperiod for daily and weekly values. Using these components
andadding them together givessthe graphin Figure 42 for a single day.
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A single day generated of data

20.00

15.00

10.00

5.00

0.00

21

41

61

81
101
121
141
161
181
201
221
241
261
281

4-2- One day sample of the componentsedin Formula 41.

Figure 43 below showshe efect of the weeklyeriodicity, in whichthe last two days of the week
have more usage than the working days:

A week of generated data
25.00
20.00
15.00
10.00

5.00

0.00

101
201
301
401
501
601
701
801
901
1001
1101
1201
1301
1401
1501
1601
1701
1801
1901
2001

4-3- A weekd sample ofthe data used in FormulaX.

Now this function works t@enerate data fahetime seriesandanomaliesan be aded in to test
thesystem.
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4.2.Collecting latency data

Almost all operating systems haweping utility used tocheck the latency betweem user 0 s
computer and some remote point. For example, in Mac OS or Lintxd s sdheunlpHee t o
connection latecy with Google via the command Trerminal shown in Listing 44:

$ ping google.com -c10

PING google.com (172.217.6.110): 56 data bytes

64 bytes from 172.217.6.110: icmp_seq=0 ttI=54 time=25.878 ms
64 bytes from 172.217.6.110: icmp_seq=1 ttI=54 time=29. 438 ms
64 bytes from 172.217.6.110: icmp_seq=2 ttI=54 time=28.884 ms
64 bytes from 172.217.6.110: icmp_seq=3 ttI=54 time=73.999 ms
64 bytes from 172.217.6.110: icmp_seq=4 ttI=54 time=27.296 ms
64 bytes from 172.217.6.110: icmp_seq=>5 ttI=54 time=26.867 ms
64 bytes from 172.217.6.110: icmp_seq=6 ttI=54 time=24.696 ms
64 bytes from 172.217.6.110: icmp_seq=7 ttI=54 time=27.373 ms
64 bytes from 172.217.6.110: icmp_seq=8 ttI=54 time=25.345 ms
64 bytes from 172.217.6.110: icmp_seq=9 ttI=54 time=32.693 ms

goog le.com ping statistics -

10 packets transmitted, 10 packets received, 0.0% packet loss
round - trip min/avg/max/stddev = 24.696/32.247/73.999/14.089 ms

4-4- Using the ping command tmeasure the latency betwearromputer and a remote
host

To have only ae ping result and the Unix timestapyse thicommand:

$ echo “date +%s", ping - ¢ 1 google.comitail - 1|lawk {print $4}'|cut -d' -f2°
1481747355,25.929

4-5- How to get only one ping resyltwvith a time stamp.

The next step is tput tis command ira bash file and call it every 5 minutesainrontad®. The
result of the echo commaudn also be added &dile. After a while this collected data wiBhows
the real latency pattern betwegmachine andjoogle.com or any other website over time.

4.3 Monitoring MySQL connections

Just like withthe ping command i t 6 s gathes inforratiosaboutany parameters of any
servicesunningon your servers. For example, if you have MySQL running on one of your servers
you can collect the number obrnected userssshownbelow, and use the same method we
described before to save the result in a file:

$ mysqgl - e "show status like '%Max_used_connections%" | grep "Max" | awk ‘{print $2}'
16

4-6- Collectingthe number of usersonnectedo MySQL, in this case, 16.

13 crontab (cron table) is a file in Linux systems which contains the schedule of tasks that must autometically
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4.4.Established TCP connections frona computer

In the same way that we ustd ping and MySQL commasdboveyou can gather information
aboutthe number of establish@CP connections from your computesingthe commandelow:

$netsta t -an| grep "ESTABLISHED" | wc
23

4-7- A simple command to tern thenumber of established connection from your
computer

You can start playing with time series with any of the measures mentioned above. The only thing
you need tanakesureof is tha we prefer regular univariate time series, so sample them regularly.

4.5.Pulling versuspushing

From the ADE (anomaly detection engine) side, you can pull information or have the system you
are observing pusbkéhe information to your enginas shownn Figure 48.

puIIingm‘

give me a new sample

Anomaly Detection

Engine
pushing data
here is a new sample

4-8- Pushing vspulling datamodels.

System

Pushing is when the system which generates data simply sends a copy of the data to the ADE
whenever it has them ready. It is a bit safer for the system because no externaksegudesd

to pokeit. With thepulling methodthe ADE asks the system in every tinméervalto get a copy

of theupdated data.

Using the HTTP or HTTPS protocohbe helpful in either of the methods. However, since we
are not surevhetherthe maitored system can termate thee kinds of connections, we suggest
using the push method. So, a# need to do iso design and implement a listener the ADE

and ask the system to send the data to the ADE server. Moreover, in most cades)gtaven
need to write any agé application to dat, a simple script can send data to your ADE listea®r,
shown inListing 4-9.

$ curl http://wwww.myADE.com/data?time="date +%s &data="mysqg| - e "show status like
'%Max_used_connections%™ | grep "Max" | awk {print $2}""s

4-9- The mmmand to call ireach time intervato send data to your ADE listener
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The curl command callthe data servlet of your ADE service and passes the time and updated
value of thenumber of MySQL connected users. That like calling the servlet with
Ati Me8AB 21906 &dat a#gol are colieatirey chetatfrenr asreal working system,
the colleced data could be something like the data showsigare 410.
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45000 . u
40000 N l' i -
1000 | Ll

| | f
/.| - W
25000 | |
|
I

[l
20000 |- i ‘
15000 ‘ ‘
10000 . i

s HVRTPTR O AA L L

0

4-10- Sampleof 15days of real data from a senssending data every two minutes, or 720
times per day.

Over thel5-dayperiod shown abovyéhe pattern of the variable for the five workdays is different
than thepattern over theveekendssuggesting weekly patternimportantly, he time series is not
smooth but instead it is spikgnd ha sone largefluctuations. Tis is completely normalin fact,

it usually happens when collecting aggregated data from a system where the count of aggregating
sources is small.

For example, if you assume that Figurd@ishows the internet usage of an ISentf clearly

shows that the ISP has a small number of users. If it had a large user base, then the usage pattern
would be smooth. Visually analyzing and understanding the anomatiais kind oftime series

is difficult, so wewill start first with smodher patterns, and then discisgskier patterns in later
chapters.
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51 ntr oduicre oiaeatnoadéttyect i on

5.1.Using staticthresholds

After monitoring variable8changes for a while, yocanusually get an idea of how muelach
variable @an go up or dowyso it is usually possible to defineaximum and minimum safe values.
Then whenever the updated data goes above or below these values, your software cathassume
something strange is happening and can generate an dlaisnmodel work well for some
systemssuch agontrolling the temperature of a room or maintaining a minimum number of items

in inventories, etc.

Sample Data

0.9

0.2

0.1

1 51 101 151 201 251 301 351 401 451 501 551 601 651 701 751 801

5-1- Sampletime seriesdatashowing unusual activity between t = 25 and t = 50 (circled).

Figure 51 shows some reabthfrom a time series. If we put a high threshold at 0.7 and a low
threshold of 0.4, then there are three powkenthe variable is above or below the defined
thresholdsln this modelwe have assumetiatnormal behavior is when the variable has some
value between thresholdso based on our definitioof the normalrange ofvalues, our system
works well. But if we carefully study th@boveseriesyou will find that there is sontieing unusual
going onbetween the times of 25 and; 30e variable isxgperiencing a lower level than its normal
value. Our simple threshold based anomaly detection cdetattthis situation We can alssee
that the local minira seem tdave a periodic or at least cyclic rhythgain thisthresholdbased
modelis not alte to detect ocontrol the rhythm of these local mirenbecause ehave not defined
thepattern of thdocal minima & critical or definedhe system to operate so akéep its average
at a certain levelWe, therefore,cannot expect our simple systemderstand or catch these
anomalies.
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5.2.Baselines and deviation

Many people prefer to define a baseline for their time series, and then calculate the deviation from
thatbaseline. The idea is corraata variety of circumstances fact whenever wenake a choice
between different options/e make a comparison by calculatthgdeviation between each option
andthebaseline or the ideal option in our mind, and then we choose the one which is closer to the
baseline.

For example, considevhat you wold do if you werehe manager of a company and vesitb

hire an accountant for the enterprise. You have interviewed some people, have theis oesume
your deskand want to choose one of them. You unconsciously hawdeator model) of what a

good accantant is in your mind. You just go through the resumes and remember the corresponding
interview, or even the facef each candidat@nd then compare this information with your ideal
model. You do this for all of them and choose the best fit, the onewiiimum deviation from

the model you have in your ndnEven if you think you do this by your gut instincts, the model is
what is in your gut instinctsSo, note that ébaseline does not necessary maditeralline, even

though it is easy to show a lime graphs | prefer to use the term model instead of basebne
describe the norm or what is expected.

5.3.Moving average

Suppose you have a time series tike one irb-2. Then, aany time you can calculate the average
of the recently received vads of the seriegs shownn Formula 53.

Vo Do hohy MBhoh 8

5-2- A general univariate time series

soo® g %

5-3- Moving average of the time series, for a window of k items.

Formula 53 calalates the average of the time series based on th& i&shs; we call this a
moving averag¥. If you calculate the moving average whearnew updated data comies since
most variablebehavinghormaly do not experienca sudden dramatic change ieithmovements,
then you can estimate the nexiue likely to come irby allowed deviation margin over recent
average Figure 54 shows the series we had in Figurd, Sout with margins and the moving
average added

¥ There are other methods to calculate the moving average which we will discuss later in this chapter.
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Here the moving average is based lom last 10 data items, and the margins are T0%.upper

and lower margins do nokeed tdbeequal; it depends on your business and needs. If you compare
this modelto our first simple static threshold method, ycan see that this method can be
interpreed as a dynamic threshold mo@eimodel which updates and adjusts its safe margin
thresholds as time passes.

Moving average and dynamic threshold

0.9
0.8
0.7
0.6
0.5

0.4
0.3
0.2
0.1

5-4- Moving averageof the last 10 items&nd 10% margins for a time seriefata in grey,
moving average in black, and margins shown as dasimed |

5.4.The magic of ourbrains

You may wonder whywhen you look at a time seriesven if you have not seen many days
monthsof the series, you can find almostaflits anomalies. No magic or complicated processing
happens when you look thatte seriesthe actual magic has been happerorgyour whole life
andis still happeningiow.

From the moment, you bgrand perhaps even before thaiur eyesand brain work togetheo

gather information from aroungbu'®. Let us do a simple calculati. If you are35 years old,

multiply your ageby 365 days in each year, hburs of open eyes per d&0 minuteper hour

andat least 30 captured pictgreThisgivesus about 350 billion processed pictar@his is not

the whole storyeither, becausén each picturethere araifferent objects with different shapes

and movement patterns. Nplwok through the window or look arourttow many objects do you

see? 10, 50, 100, 500? Any of these objects contains mores datall most of the time smaller
objectsLet 6s assume we process an ave,thaguembenoof 100
objects you havprocessetby the age of 35 comes to 35 trillii"

15 Naturally, it starts from recognizing dark and light.

16 These are just static objecispatterrs. In real life, here aremanysequence and teroml patternghatwe also
learn know, and use every day.

1735 trillion is like number of seconds in 189 thousand years
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We have categorized every singlae of these objects in our brarand have assignedme
relatiors between thentoo. So, it isnot surprising thatwhen we see a time seridésis easy for
us to pick ouits anomalieswhile it is a big deal for a computer program tosdoThe important
thing to think about ishat

Youcannot expecgour model (or baselinefp answerany questionsf you
have not providetherequiredknowledge oinformationto it in advance.

The above quote is a fact that we usually forget and expect our learning system understands
everything we understango, in ou recent model using moving average, the only thing our model

knows is the average of itsostrecent 10 data@ointsand a constant margin for deviatidhwe

assume one new dgp@int per minute the model know®nly some limited informatiod ingle

numbesd aboutwhat happened in tHast 10 minutesandnothing morelf we compare this very

narrow knowledgevith the knowledge and intelligence wachhave gathered and buiponin

our minds over the yearghe differences between our abilities to detacbama | i es and com
abilities to detect anomalies make more sense

5.5.A model for daily patterns

A moving average model monitoestime series to make sure thangesre close tdhe recent
moving averageof the data coming inlt cannot predicthe future andit does not know the
differences between morning and night or working days and weekdhdsit is simpleto build a

modelthat incorporates information abate time of the day and working days weekends.

To do this, the first step t® gather enough information and let our AD&in on it Suppose you
are sending 12 samples per hour to your ADE. After four weeksyybbhave samples af v
working dag andt ¢ weekend®, which is enough to start building a weekly mode.stat,
let usshow our daily time series as in Formut& because it is regular and contains p ¢

¢ Y gamples.
QO QA &0 d sy M

5-5- A single day regular univariate time series with 12 samples per.hour

Now, based a the gathered informatipyou can calculate the average of the data for every sample
in a day agollows'®:

B We may want to build seven different time series ma@telse for every day of the wedkout here we simplify it
by modelling only twdifferent kinds of days, namely, working days and holidays.
19 Note that this is not a complete model, but is better than what we have discussed till now.
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5-6- Average series for working days and weekends

Using 56 and the four weeks of sample dataADE can buildanaverage time series for working

days and weekendk can also be calleal model, typical behavim, or a baseline. Nowthe ADE

has some expectation of how the time series should bemaverking day or weekends at any

time of day. When new data comasthe ADE chooses one of thevo average models based on

what day it isand calculates the difference betwémincomingdata and its corresponding item

in the average seriebBhe ADE still needshose static thresholds or deviation percentages to make

sure that the variable is in its safe region. Thisis one of the siryg@gst o model di ffer e
behaviarr and have somability to predictfuture behaviour

5.6.BasicADE design

Systems usuly change their behaviw over the time because they do not work in stable and fixed
ecosystems, so their parameters and meastits=havior change too. If we keep the fourek

average modelwe introduced in Formulas® and do not update them, aftewhile, when the

system changes its behawipalmost every new dateintcouldcount asn anomaly. For example,

i f we build these dail y imadgiven ysarafteomontlss orcyéatsy 6 s e
whenpopulation increases, almost angoming data will be higher than the safe margin, and the
system will consideevery incoming data point anomabus even thougthey are not. Now look

at Figure 57:

2 ) ADE compares it with the 3) ADE updates model if the
model and gives the result “Update Model” is checked

1) Data comes in

—_— ADE

T Update Model

5-7- Basic design for Anomaly Detection Engine
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The basic design for our anomaltection engine should contain a switch that alltheADE to

update its model whenever new data come$he processing model is something like ithist,

the ADE should compare theewly-received information with the current model, and tlikeihis
required, itshouldupdate the model. The order of these tasks is essential; you cannot first update
the model and then compare the data with the mbdelusepdating the model with the received

data before comparisamould change the model toward thew data and potentially could reduce

the deviation.

Now, consider a new dafaoint thatcomesn at time=125 in a working daypur ADE:

Selects theorrespondingvorking day model

Selects the 125average item in the seriésr daily model),

Calculages the difference between the given data and the selected item of the series

If the deviation is above the defined margin, it generates an,alarm

| f the fAUpdate Model o0 i s d"iteendnkhe darkinghddE s h o u
average series.

= =2 =4 - A

The ony problem withthis process is updating the itenmsthe average serieg/hile it maylook
like the ADE needs to have access to the all previoustdada this, but there is another waye
ADE can calculate the averatieeway wedemonstratén 5-8 below, byjust keejng and updang
the average valuglong witha counter that shows the population of the tfzshas been usdd
calculating the average:

00500l D, £€0Q00QI ®@0DO0WLO &
€ VOV | 5252 T
L P

5-8- How to update an average when you do not have access foréveoussamples

Although calculating the average as i8 @orks and looks logicahe concept of an averagsef
does have a probin. Consider what happeafter many yearswhen we update the average
repeatedlyIn a case like thid\ gets so larg¢ghat——— grows to becomalmost equal to

oldAverage and shrinksdownalmost to 0, so the new data does not have enough weight to

change the average or the modéie modelthengets stuck, and cannot adapt itself to the new
behavior of the systenThe simplest wayo solve this problem is tose anexponential moving
average which we will describe in the following chapteshen we discuss learning mechanism.
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5.7. Using other descriptive analytics measures

Other descriptive analytics methodsan also be used find outliers oranomaliesFor example,
you can calcwte the standard score as shown-thtb see if recent data is afhen compared to
the last set of observed d&tdf the score is greater than & any other defined threshold, you
can considethe last element as an outlier or anomaly

[ Q1 XN D B0
o d
T

5-9- How to calculate the ==core for the recent window of the series item.

Bolton and Han do6%is abatheravaygoetear suddenrclehggssini tre behavior
by defining two different windows with sizes kbfndl as below, calculating their averages, and
then using a method to compacrtesttt hese averages

I QO'0EE QF D QDML ) BO

G £ QO®: QF D QA h B 0
5 d d
Qp . 4 a“aP 4 p P
Q a ¢ Q a

5-10- How to calculate the-score for two different window size of the series.

It is possible talescribe thetatic behaviour of a timgeriesusingmeasurs other tha the zscore
and ttest described abovBut, no matter which measure you use, you ne&dite a simple test
program anabservehow the calculated indeof the serieghange®vertime. The next step is to
find amethodto use these measuras thatthe model adapt® the system and learns therrect
behavior of the seriesver time

20 Many of these indexes work only on data with a normal distribution, but you can always assumatgour d

distribution is normal in small windows.
21 Richard J. Bolton and David J. Hand
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6Usi ng Data Distribution

6.1. The need for morahresholds

Look at Figure 61 and try to figure out its pattern. Though it may seem to have some kind of
periodidty, it mostly lookdike noisé but it is not. Let usnvestigatevhy not.

Sample Data

6-1- Sample time series data with a noilske appearance

We usually tend to draw time series as line graphs, but the triftatjsince we gather discrete
datg it is sometmesbetter to draw them as scatter plots like one shown in Figui@2.

As Figure 62 shows, at any point the data could be around 11, 21 or 31. There are many system
variables that could behave like this, for example, a tristate switch.

Sample Data
35

T L L D T O T A A T L LI Y LAY o L

25

P R R  at A R R i R

15

B T e T R B A B T R R R RS N A R e ]

6-2- Scatte plot representation afhe sameime seriesshownin Figure 61.
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None of the models or indices we have talked apeuworksin this situation, so we need to use
a different type ofogic to representhese statedike the one used in-8.

iim e e YYYO U pmHipc O Cc®icc O oW oc¢
Qled 0 w® e VOOWOpmT U pgicm O ¢giom 0 o¢
6-3- A logical statement usetb find anomailes in thetime seriesshownin Figure6-2.

However, it is nosufficientto manually write logial statementso find anomalieswe need to
clearlydefinethe logic used téind the anomaliedn the case of the data shown in Figu2, Gve
candothis by asking ourselvdww to defingheseregionson the graph where data appears.

6.2.Using data distribution

When you look at Figure-8 what youare probably doings finding pattern®y mentally grouping

the data that are alike or close to each other call these groupdustes. We can reognize three
clusters in the given data betweEli 1, 21° 1 and 32 1. The simplest thingve can do tdind the

data distributions todefine somelatarangesfor example 02,24, 12,0 8230 ¢é and
assigreachof them an integer counter and setthall to zeroThen for the entire given data set
increase the corresponding counter of the data valpeoducea histogram

Sample data distribution

60.00%
40.00%
20.00%

0.00%
10-12 20-22 30-32

6-4- Histogram of the data in Figar6-2.

The histogram shows the distribution of the data. Figi#esiBows,almost 50% bthe datatems
have valuesiround 21, 25% around 11 and another 25% around 31.

Drawingahistogram is like lookingtt he scatter plot from t-Ahe | eft
is thereforeexactly likewhat you would see if you couldok dong Figure 62 from its Y axis.
Histogramscan be generated ttetermine the data distribution for any time ser@genwith
analogualata. Consider an analogue time seciganging between zero and 2,500. If you choose
intervals of 25, then you have 100 ckrstor counterat most.

Now whenever new data comies you cansimply divide it by 25 and use the integer part of the

result as the clustéb or counter indexandthen just increase that counter byThis method is
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one of the widelyused clusteringmt hods f or single di mensi on

structure as the cluster counter.

HashMap<Integer, Integer> getTimeSeries1DClusters(double[] t imeSeries, double clusterWidth) {
if (clusterwidth == 0 || timeSeries == null || timeSeries.length == 0) {
return null;

}
HashMap<Integer, Integer> clusters = new HashMap<Integer, Integer>();
Double data;
Integer clusterind ex;
for (double sample : timeSeries) {
data = sample / clusterWidth;
clusterindex = data.intValue();

if (Iclusters.containsKey(clusterindex)) {
clusters.put(clusterindex, 0);

clusters.put(clusterl ndex, clusters.get(clusterindex) + 1);

}

return clusters;

6-5- SimpleJava functionto returnthe histogram of a time series

Note that the code in Listing®does not care about the maximum or mininuatiesof the data
Generally, thoughit is better not to have negative numbers. In riextchapters, we introduce
better ways to clustdrothnegativeandpositive datavalues.

6.3. Twodimensional distribution

Suppose your time series has some periodic behidmnats important to monitorAll the methods

we have discussesb far ignorehe time of data measurement and have no direct sense of time.

The average models we discusseflvapter 5do account fotime in ther calculatiors because

we keep unique mean value thetime quanta othe series. However, weando better and find
anomalies in two dimensiorad once time and value. Consider the time series we have in Figure
6-6, which has some repetitive patteriidooks like after each19" or 20" data pointthe seies
experiencesa | oc al mi ni mum. These minima appear
anomalies.
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6-6- Sample time series with a repetitive pattern.

If we pass the data in Figuresao the procedure we introduced in Listing @ith a clusterWidth

of 1,then we havenly two clusters witranon-zero populationL e t 6 de data in |1,2)tcluster

C1 and the data in [2,3) cluster C2. The population density of the cluster C2 is about 19/20, and
for the cluster, C1 is about 1/20. Nowwve get a new dataasnple such agt=148, v=0.3), it goes

into cluster 0 Since this cluster is emptyve should assume i an anomaky and thisis OK.
However, if we getn new data sample @=148, v=1.7)that data poingoesinto to cluster C1

andit fits with our modelnd looks correct, thougfou knowthatit is not The solution to make

the model time aware is easye need to usetwo-dimensional distribution.

6-7- A two-dimensional distribution foa time serieswith a repetitive pattern.
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